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1 INTRODUCTION

This document describes the flood test implemented in the Medusa AP.

2 LINK TEST AND FLOOD TEST

In the PMP 450/450i/450m AP, the link/flood test option is under Tools g Link Capacity Test.

The Link Test Mode supports the options listed in Table 1.

In the link tests with and without bridging, the link test task in software has higher priority than the 

bridge, which means that the traffic coming into the bridge will not be transferred to the MAC queues. 

Only the link test traffic to the designated VC (Virtual Circuit) is added to the MAC queue, and it is the 

only traffic going over the RF link. Note that if there was traffic in the MAC queue prior to the start of  

the link test, that data will be scheduled first. After that data is transferred, only link test data is sent  

over the link for the duration of the link test.

In the Link Test with Bridging and MIR, once the MIR (Maximum Information Rate) is met for the VC,  

user traffic is also sent over the link.

In the Extrapolated Link Test, 64 packets are transmitted to the VC, and the corresponding performance 

extrapolated to determine the expected throughput that would have been achieved if the queue were 

completely full. The transmission of these packets does not interrupt the transmission of user traffic.

LINK TEST MODE OPTIONS CORRESPONDING MODELS COMMENTS

Link Test with Multiple VCs PMP 450m Also called Flood Test.

Link Test without Bridging PMP 450, PMP 450i, PMP 450m Only link tests to one VC are supported. 
Software link test task has higher priority than 
the bridge (see below).

Link Test with Bridging PMP 450, PMP 450i, PMP 450m Only link tests to one VC are supported. 
Software link test task has higher priority than 
the bridge (see below).

Link Test with Bridging and MIR PMP 450, PMP 450i, PMP 450m Only link tests to one VC are supported. 
Software link test task has higher priority than 
the bridge (see below).

Extrapolated Link Test PMP 450, PMP 450i, PMP 450m Only link tests to one VC are supported.

TABLE 1 - LINK TEST MODE OPTIONS

FIGURE 1 - LINK TEST MODE OPTIONS
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The four link test options behave the same way in PMP 450, PMP 450i and in PMP 450m.

Important configuration parameters for the flood test are:

•	 Link Test VC priority: Options are High and Low Priority VCs or Low Priority VC only 

Note that if the High and Low Priority VCs option is selected, all queues all filled, but the high priority 

VCs will be scheduled first. Because those queues are filled, the scheduler never reaches the queues 

of the low priority VCs, unless CIR is configured for the low priority VCs. Also, high priority VCs are 

not scheduled in MU-MIMO mode, which means that no grouping is possible for these VCs.

	 To test the MU-MIMO functionality, select Low Priority VC only.

•	 MU-MIMO: Options are Enabled or Disabled. If MU-MIMO is disabled, the AP communicates to each 

VC in sector mode with no grouping; if MU-MIMO is enabled, the AP will attempt to group the VCs 

according to their spatial frequency.

•	 Display results for untested VCs: Options are Enabled or Disabled 

In case the flood test involves a subset of the VCs registered in the sector, enabling this option adds 

the display of the traffic directed to the VCs that are not involved in the flood test.

FIGURE 2 - LINK TEST CONFIGURATION PARAMETERS
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3 HOW THE FLOOD TEST WORKS

In the PMP 450m AP, the packets flow through two queues: the VC queue, and the MAC queue. The VC 

queue is filled by the bridge, the MAC queues is emptied when data is scheduled and acknowledged.

During the flood test duration, the MAC queue is refilled once per TDD (Time Division Multiplex) cycle. 

Any space available in the queue is filled first with any packets in the VC queue, and, if there is still room, 

with flood test packets.

Figure 3 shows how the MAC queues are filled during the flood test.

FIGURE 3 - VC AND MAC QUEUES DURING FLOOD TEST

Figure 3 shows the status of the VC queue to the left and the MAC queue to the right. 

In step 1, the MAC queue is partially filled, but it also has some free space. Every time packets are sent 

and an acknowledgement has been received, the packets are removed from the queue.

The VC queue has some user data.

In step 2, user data is transferred (by pointer only) from the VC queue to the MAC VC queue.  

These packets could potentially fill the whole MAC VC queue.

In step 3, any space still left in the MAC queue is filled with flood test packets.

Note that these steps are repeated in every TDD cycle.
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4 DATA TRANSFER DURING FLOOD TEST

The transfer of user data is more or less affected during the flood test, depending on the amount  

of traffic generated. 

•	 Case 1: The VC queue is empty

	 In this case, the MAC queue is completely filled with flood test packets.

•	 Case 2: User traffic generated at low rate (e.g. ping)

	 In this case, user data is transferred to the MAC queue when available, and the remaining portion  

of the queue is repeatedly filled with flood test packets.

•	 Case 3: VC queues are full

	 User data is transferred to the MAC queues, and there is no space left for additional flood test  

packets. No flood test traffic goes over the link.

Figure 4 shows these cases, where the green section of the queue represents flood test packets and  

the blue section of the queue represents user data.

FIGURE 4 - EXAMPLES OF DATA TRANSFER DURING FLOOD TEST

5 FLOOD TEST SETUP

The setup used to collect data for the following tests has one PMP 450m AP connected to seven  

PMP 450 SMs. The location of the SMs has been selected so that their spatial frequency is sufficiently 

separated that in MU-MIMO mode they can be grouped into a single group of seven VCs.

Each SM is configured with a high priority (HP) and a low priority (LP) VCs. No CIR or MIR is configured 

for any of the VCs.
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6 TESTS

6.1 TEST 1: FLOOD TEST TO 7 LP VCS WITH MU-MIMO DISABLED

In this test, the MU-MIMO feature is disabled. This means that the AP communicates in sector mode  

with all VCs, and the VCs are not grouped.

FIGURE 6 - TEST 1 RESULTS

FIGURE 5 - TEST 1 CONFIGURATION
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All SMs can communicate in the DL at 8x modulation, as shown in the results table in the SU-MIMO  

(single user MIMO) column. The AP is configured with 57 DL slots, which makes the maximum DL 

throughput around 93 Mbps.

The results table shows that the available throughput is evenly divided among the seven users,  

with about 13 Mbps each.

The slot grouping table shows the percentage of symbols used for each size group. As in this case  

no MU-MIMO grouping occurs, 100% of symbols are used with groups of size 1.

FIGURE 7 - TEST 1 SLOT GROUPING
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FIGURE 8 - TEST 2 RESULTS

FIGURE 9 - TEST 2 SLOT GROUPING

6.2 TEST 2: FLOOD TEST TO 7 LP VCS + 7 HP VCS WITH MU-MIMO DISABLED

In this test, the flood test is repeated selecting the Link Test VC priority option as High and Low  

priority VCs. Because HP VCs have their queues full, the scheduler always schedules HP VCs, and  

never schedules LP VCs. The available throughput is now evenly divided among the seven HP VCs, 

while the LP VCs do not receive any traffic.

MU-MIMO grouping is again disabled here, but the HP VCs cannot be grouped anyway. The slot  

grouping table shows again 100% of groups with size 1.
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6.3 TEST 3: FLOOD TEST TO 7 LP VCS WITH NO USER TRAFFIC 

In this test, the MU-MIMO option is enabled. The flood test runs with seven LP VCs, when no user  

traffic is present on the link. 

Because the spatial frequency of the SMs allows it, the seven SMs are grouped into one single group  

of seven 100% of the time, as shown in the slot grouping table. 

In MU-MIMO mode the seven SMs communicate in 6x mode, not in 8x mode, as they did in SU-MIMO 

mode. The reason is that the residual noise in the grouping calculation reduces the SNR and does not 

allow the link to sustain 8x modulation.

The throughput of each SM is now 13.3/(8/6)x7 = 70 Mbps. The 8/6 factor accounts for the change in 

modulation, from 8x to 6x, and the factor of 7 accounts for the fact all groups always have seven VCs. 

The total throughput is now 497 Mbps, 5.3 times higher than the SU-MIMO case.

FIGURE 11 - TEST 3 SLOT GROUPING

FIGURE 10 - TEST 3 RESULTS



11

6.4 TEST 4: FLOOD TEST TO 7 LP VCS + 7 HP VCS WITH NO USER TRAFFIC 

In this test, the Link Test VC Priority option is selected as High and Low Priority VCs. All 14 queues  

are filled, but the scheduler always schedules HP VCs, as long as they have data to send. This results  

in the seven HP VCs dividing the available resources, and the LP VCs never being scheduled. 

Even if the MU-MIMO option is enabled, because only HP data is scheduled, and HP VCs cannot be 

grouped, the grouping table shows 100% of the groups is a size of 1.

FIGURE 13 - TEST 4 SLOT GROUPING

FIGURE 12 - TEST 4 RESULTS
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6.5 TEST 5: FLOOD TEST TO 7 LP VCS WITH 10 MBPS USER TRAFFIC TO 7 LP VCS

In this test, the flood test is run to the seven LP VCs, but now all seven VCs have user traffic on the link. 

Each VC is configured with a 10 Mbps constant stream in the downlink direction.

As explained above, the queues for each VC are first filled with user traffic, and then with flood traffic. 

Each VC is still receiving about 71 Mbps of traffic, out of which 10 Mbps are user traffic and 61 Mbps 

are flood traffic. The results table does not differentiate between the two types of traffic; it combines 

them into the total traffic directed to each VC.

Because the queues are always full, the seven VCs are grouped into one group of size 7 100% of  

the time.

FIGURE 15 - TEST 5 SLOT GROUPING

FIGURE 14 - TEST 5 RESULTS

Not shown here is the case in which the Link Test VC Priority option is selected as High and Low  

Priority VCs. In this case, the HP VCs have full queues, and the scheduler will always schedule them, 

even if the HP queues are filled with flood traffic only, while the LP queues are filled party with user 

traffic and party with flood traffic. The VC priority takes precedence, and the low priority user traffic  

is not scheduled during the flood test.



13

6.6 TEST 6: FLOOD TEST TO 4 LP VCS WITH 10 MBPS USER TRAFFIC TO 7 LP VCS

In this test, the 10 Mbps of user traffic to each of the seven LP VCs is not changed. The only difference  

is that now only four of the seven VCs are included in the flood test. 

In order to select a subset of VCs for a flood test, the VC numbers can be listed in the VC list field in  

the Link Test Settings section.

Also, because not all registered VCs are included in the flood test, the Display results for untested VCs  

in the Link Test Configuration section should be enabled. This allows to display user traffic directed to 

VCs that are not included in the flood test.

FIGURE 16 - TEST 6 VC LIST SETTINGS

FIGURE 17 - TEST 6 ENABLING DISPLAY RESULTS FOR UNTESTED VCS
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The Unicast traffic to untested VCs table shows that the three VCs that are not used in the flood test 

have a throughput of 10 Mbps, as expected, as this is the user traffic for these VCs. 

The other four VCs, the ones used in the flood test, are always grouped and have a throughput of  

71 Mbps. This is 10 Mbps of user traffic plus 61 Mbps of flood traffic.

One interesting observation is that the scheduler schedules a group of size 7 100% of the time, as 

shown in the Slot Grouping table. This may seem counter-intuitive, as four VCs carry 71 Mbps of traffic 

while three VCs carry 10 Mbps of traffic, and all are grouped all the time. The reason is that, even if the 

queues of the three VCs not used in the flood test are not completely full all the time, they are never 

completely empty when the scheduler runs at the beginning of every frame. Having any data in the 

queue makes the VC eligible for grouping, and because the spatial frequency allows it, they will be 

grouped with the others. During the transmission of the group, the four VCs used in the flood test will 

have more data to send than the other three VCs, whose queues empty faster. For those three VCs, 

the data in the group is repeated to fill the size of the allocation. This means that the seven VCs receive 

data all the time, but the four VCs in the flood test receive some user data and some flood data, while 

the other three VCs receive user data only, repeated a number of times to completely fill the DL.

FIGURE 19 - TEST 6 SLOT GROUPING AND TRAFFIC TO UNTESTED VCS

FIGURE 18 - TEST 6 RESULTS
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The total aggregate throughput for the time the flood test runs is 314 Mbps. 

The four VCs used in the flood test have a throughput of 4x71 Mbps = 284 Mbps, plus the three  

other VCs have a 10 Mbps of user traffic each: 284 + 3x10 = 314 Mbps.

6.7 TEST 7: FLOOD TEST TO 4 LP VCS WITH 2 MBPS USER TRAFFIC TO 7 LP VCS

The previous test is now repeated, with the only difference of sending 2 Mbps of user traffic to each  

of the LP VCs, instead of 10 Mbps.

The four VCs in the flood test have a similar throughput as in the previous case, around 70 Mbps.  

Now this throughput comes from 2 Mbps of user traffic and 68 Mbps of flood traffic.

The other three VCs have a user traffic of 2 Mbps each; the total traffic on the link is now  

70x4 + 2x3 = 286 Mbps.

One difference between this case and the previous one is in the grouping distribution. Because the  

three VCs not used in the flood test have less traffic than before, there are times when their queues are 

completely empty. In this cases, they are not used for grouping, and the group size will be less than 7. 

FIGURE 20 - TEST 7 RESULTS

FIGURE 21 - TEST 7 SLOT GROUPING AND TRAFFIC TO UNTESTED VCS
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The Slot Grouping table shows that the group size is at least 4 all the time, because the 4 VCs in the 

flood test always have data. Depending on which of the other VCs have data at a specific time, the  

group can grow to 5, 6 or 7 VCs.

6.8 TEST 8: FLOOD TEST TO 7 LP VCS WITH 90 MBPS USER TRAFFIC TO 1 HP VC

In this test, user traffic is sent to one HP VC only, in the amount of 90 Mbps. All seven LP VCs are  

included in the flood test.

Because the scheduler schedules HP traffic first, the HP VC receives around 91 Mbps of user traffic,  

which consumes 96.5% of the available slots. The remaining 3.5% of slots are used for a group of size 7, 

which includes the seven LP VCs. Only 2 slots on average are allocated for the group; therefore,  

the throughput to each of the LP VCs is only 2.8 Mbps.

The total throughput on the link is 91 + 2.8x7 = 110 Mbps.

FIGURE 22 - TEST 8 RESULTS

FIGURE 23 - TEST 8 SLOT GROUPING AND TRAFFIC TO UNTESTED VCS
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6.9 TEST 9: FLOOD TEST TO 7 LP VCS WITH 10 MBPS USER TRAFFIC TO 1 HP VC AND 7 LP VCS

In this test, user traffic in the amount of 10 Mbps is sent to all seven LP VCs plus one of the HP VCs,  

for a total of 8 VCs. The flood test runs with all seven LP VCs.

The HP VC is scheduled first, and it receives the 10 Mbps of user traffic. This uses 10.5% of the slots,  

6 out of 57. The remaining 89.5% of the slots, 51 out of 57, are used for a group of seven LP VCs. Using 

the 51 slots, each LP VC achieves a throughput of around 63.5 Mbps, making the total throughput  

63.5x7 + 10 = 454 Mbps. Note that the 63 Mbps for each LP VC is composed of 10 Mbps of user traffic 

and 53 Mbps of flood traffic.

FIGURE 24 - TEST 9 RESULTS

FIGURE 25 - TEST 9 SLOT GROUPING AND TRAFFIC TO UNTESTED VCS
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6.10 TEST 10: FLOOD TEST TO 4 LP VCS WITH 10 MBPS USER TRAFFIC TO 1 HP VC AND 7 LP VCS

The previous test is now repeated with the only change that only four of the seven LP VCs are  

included in the flood test.

In this case, the HP VCs receives its 10 Mbps of user traffic, and so do the three VCs not included in the 

flood test. The HP VC again uses 10.5% of the slots, and the remaining 89.5% of the slots always carry 

a group of 7. As explained above, this happens because the 10 Mbps of user traffic is enough to never 

have the queues empty, which makes these VCs always eligible for grouping.

Each of the seven VCs uses the 51 symbols for the group, but in different ways. The four VCs in the 

flood test have 10 Mbps of user traffic and 53.5 Mbps of flood data; the three VCs not in the flood test 

have 10 Mbps of user traffic, repeated to fill the allocation. 

The total throughput is therefore 4x63.5 + 3x10 + 10 (HP) = 294 Mbps.

FIGURE 27 - TEST 10 SLOT GROUPING AND TRAFFIC TO UNTESTED VCS

FIGURE 26 - TEST 10 RESULTS
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7 FLOOD TEST RESULTS WHEN CIR IS CONFIGURED

If a Committed Information Rate (CIR) is configured for one or more VCs, the results of the flood test  

will be different, because the scheduler gives priority to the VCs with CIR configured, until the CIR  

requirements are met. Some examples are presented here, to show the effect of configuring CIR.

7.1 TEST 1: FLOOD TEST TO HP AND LP VC WITH CIR CONFIGURED ON 3 LP VCS

In this test, the PMP 450m AP is connected to seven SMs with spatial frequencies that allow the AP  

to group them into one single MU-MIMO group. All SMs have both the LP and the HP VC configured, 

and three of the seven LP VCs have a CIR of 10 Mbps.

The three LP VCs with CIR configured are VCs 18, 20 and 23. The scheduler will schedule these VCs 

first, until their CIR is met. Because of their spatial frequencies, the three VCs are always grouped  

together. However, since the scheduler attempts to group up to seven VCs per group, the other four 

VCs are always scheduled together with the three with CIR, even if the others do not have their CIR 

configured. Since they can be grouped, instead of leaving resources unused, the scheduler will  

transmit data to those VCs as well. This is the reason why all seven LP VCs have a throughput of  

10 Mbps, despite that fact that some have CIR configured and others do not.

FIGURE 28 - CIR TEST 1 RESULTS
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After meeting the CIR requirements for the LP VCs, the scheduler schedules the HP VCs only, because 

their queues are full. Each HP VC will have a throughput of (93-10*8/6)/7 = 11.4 Mbps, where 93 Mbps 

is the link capacity at 8x modulation, 10 Mbps is the CIR of the LP VCs, 8/6 is the factor that takes into 

account that the group of LP VCs communicates at 6x rate, not 8x, and finally the factor of 7 considers 

that there are 7 HP VCs. 

This example shows that VCs without CIR may experience better than expected throughputs when  

they can be grouped with VCs with CIR.

7.2 TEST 2: 14 SMS, FLOOD TEST TO 14 LP VCS WITH CIR CONFIGURED ON 3 LP VCS

The sector is now changed by adding seven more SMs. These seven SMs have the same spatial  

frequencies as the previous seven SMs, and can also be grouped into a single MU-MIMO group.  

The 14 LP VCs now form two groups of seven, as shown in the flood test before CIR is configured  

on any VC.

The Slot Grouping table shows that the AP always creates groups of seven VCs. In this case, the  

two groups of seven are scheduled at alternate frames, splitting the 71 Mbps of available throughput  

at 6x into two groups of 35.5 Mbps. 

FIGURE 29 - 14 SMS NO CIR CONFIGURED
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A CIR of 10 Mbps is now configured on VCs 18, 28 and 33. 

When forming groups, the AP now has two cases:

-	For four of the seven spatial frequencies, both VCs have no CIR configured: the AP will alternate 

scheduling the two VCs, meaning that each VC is scheduled 50% of the time

-	For three of the seven spatial frequencies, one VC has a CIR and the other doesn’t: the AP  

continues scheduling the same VC until the CIR is met; after that, the AP resumes scheduling  

the VCs in alternate frames.

The eight VCs that fall into the first case do not change their throughput from the case in which no  

CIR is configured; they still receive 35.5 Mbps.

The three VCs with 10 Mbps of CIR will receive (71-10)/2+10 = 40 Mbps, where 71 is the total  

throughput at 6x, 10 Mbps is the CIR, and 2 is the number of VCs at the same spatial frequency.

The three VCs without CIR configured, but at the same spatial frequency as the ones with CIR  

configured will receive (71-10)/2 = 30.5 Mbps. 

This test shows that VCs at the same spatial frequency with VCs with high CIR will experience a  

lower throughput because the VCs with higher CIR are scheduled more often.

FIGURE 30 – CIR TEST 2 RESULTS
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7.3 TEST 3: FLOOD TEST WITH HP AND LP VCS

The same configuration of test 2 is used here, but the flood test runs to both HP and LP VCs.

FIGURE 31 - TEST 3 RESULTS WITH 10 MBPS OF CIR
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Because the flood test now includes the HP VCs as well, the AP will first guarantee the 10 Mbps of  

CIR to the three LP VCs, and then moves on to scheduling the HP VCs only.

When scheduling the three LP VCs with CIR, the scheduler always groups them (because their spatial 

frequency allows it). In addition, four more VCs will be scheduled every time out of the ones in the four 

remaining spatial frequencies. Since there are two VCs for each spatial frequency, the two VCs will be 

scheduled in alternate frames. 

The results table shows that VCs 18, 28 and 33 receive 10 Mbps, because these are the ones with CIR 

configured. VCs 19, 20, 23, 27, 31, 34, 37 and 38 receive 5 Mbps each, because the 10 Mbps are divided 

between the two VCs at each spatial frequency. VCs 29, 30 and 36 are never scheduled, because they 

share the same spatial frequency as the VCs with CIR configured, which have higher priority. After the 

CIR is met, the AP only schedules HP VCs; each of these VCs receives (93-10*8/6)/11 = 7.3 Mbps. Here 

93 Mbps is the total throughput at 8x, 10 Mbps is the CIR, the factor of 8/6 takes into account that the 

grouped traffic is transmitted at 6x, not 8x, and 11 is the number of HP VCs. In this scenario, only 11 of 

the 14 SMs have the HP VC enabled. If all SMs had the HP VC enabled, the throughput would simply 

have been divided by 14.

The Slot Grouping table shows the time used for transmission to the groups of LP VCs and the time  

for transmission to the HP VCs, which are ungrouped (group of size 1).

These examples show again how VCs that can be grouped with VCs with high CIR are scheduled more 

often and receive higher throughput compared to the case in which they are grouped with VCs with  

no CIR. On the other hand, VCs that share the same spatial frequency with VCs with high CIR are  

scheduled less frequently as they have lower priority in the grouping algorithm.

A similar test is run, with now a CIR of 20 Mbps to the same three VCs. The results are consistent  

with the results from the previous case. The time used for transmission to the MU-MIMO group is  

now doubled, as the CIR is doubled.

The three VCs with CIR receive the expected 20 Mbps. The three VCs that share the same spatial  

frequency as the three VCs with CIR are never scheduled. The other VCs are scheduled in alternate 

frames, and receive 20/2 = 10 Mbps. Each of the 11 HP VCs receive (93-20*8/6)/11 = 6 Mbps.
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FIGURE 32 - CIR TEST 3 WITH 20 MBPS OF CIR
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7.4 TEST 4: 19 SMS IN THE SECTOR

For this test, five more SMs are added to the sector, for a total number of 19 SMs. The additional five 

SMs have spatial frequency common to the SMs that were already present in the sector. This means 

that, out of the seven spatial frequencies, five of them have three SMs, and two of them have two SMs.

First, a flood test is run to all 19 LP VCs, before configuring CIR to any of them.

The Slot Grouping table shows that the AP schedules groups of size 7 all the time.

The 15 VCs that have a spatial frequency common to three SMs are scheduled every third frame.  

They receive a throughput of 71/3 = 23.6 Mbps, where 71 Mbps is the total throughput at 6x, and  

the factor of 3 comes from the fact that there are three VCs at the same spatial frequency, scheduled 

in a round robin fashion.

The 4 VCs that have spatial frequency common to two SMs are scheduled every other frame. They  

receive a throughput of 71/2 = 35.5 Mbps, as in the case with 14 SMs, because they are scheduled in  

alternate frames. 

FIGURE 33 - FLOOD TEST TO LP VCS WITH 19 SMS
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A CIR of 15 Mbps is now configured to one of the VCs that share a spatial frequency with two more 

VCs. This is VC 18, which has the same spatial frequency of VCs 26 and 36. 

The only change in throughput occurs for these three VCs; all other VCs keep the same throughput as 

in the previous case. VC 18 now receives (71-15)/3+15 = 33 Mbps, where 71 Mbps is the total throughput 

at 6x, 15 Mbps is the CIR, and 3 is the number of VCs at the same spatial frequency. 

The two other VCs at the same spatial frequency, VCs 26 and 36, receive (71-15)/3 = 18.6 Mbps,  

because the AP will keep scheduling VC 18 until the 15 Mbps of CIR is met, and then it will schedule 

each of the three VCs in every frame in a round robin fashion.

FIGURE 34 - CIR TEST 4 WITH CIR CONFIGURED ON VC 18

Now the CIR of 15 Mbps is configured on a VC that shares spatial frequency with only one other VC.  

This is VC 23, and the other VC at the same spatial frequency is VC 27.

These two VCs are the only ones with a different throughput compared to the case in which no CIR  

is configured; all other VCs receive the same throughput.
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VC 23 receives now (71-15)/2+15 = 43 Mbps, while VC 27 receives (71-15)/2 = 28 Mbps. The reason  

is that the AP will always consider VC 23 for grouping until the CIR is met; at that point, it alternates  

VCs as when no CIR was configured.

One more example shows the case in which the CIR of 15 Mbps is configured in two of three VCs  

sharing the same spatial frequency.

In this case, the VCs with a change in throughput are the two VCs with CIR configured (VCs 18 and 26), 

and VC 36, which shares the same spatial frequency.

VCs 18 and 26 will receive (71-2x15)/3+15 = 28.6 Mbps, while VC 36 receives (71-2x15)/3 = 14 Mbps.  

Again, the test shows how VCs that share spatial frequency with VCs with high CIR configured end  

up being scheduled less frequently. 

FIGURE 35 - CIR TEST 4 WITH CIR CONFIGURED ON VC 23
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FIGURE 36 - CIR TEST 4 WITH CIR CONFIGURED ON VCS 18 AND 26
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From the Link Test Mode drop down menu, the Link Test without Bridging option is selected, as the flood 

test also is without bridging. The results section is structured slightly differently for a Link test, compared 

to a flood test, but the DL throughput is shown as 93 Mbps, as expected.

Next, the flood test is run, selecting as subset of VCs only the one VC that was used for the link test 

above. 

8 COMPARISON BETWEEN LINK TEST AND FLOOD TEST TO ONE VC 

The following tests have the goal to show the difference between a Link Test and a Flood test to one VC.

First, a Link Test runs to one of the VCs registered in the sector, when there is no user traffic in the sector. 

FIGURE 37 - LINK TEST CONFIGURATION

FIGURE 38 – LINK TEST RESULTS
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As there is no user traffic in the link, and only one VC is part of the flood test, all groups have a size of 1, 

and the VC throughput is around 94 Mbps.

Without traffic, the link test and the flood test to one VC give the same result.

Let’s now add user traffic in the amount of 10 Mbps to five of the seven LP VCs in the sector. The link test 

is run first, and then the flood test, to one of the five VCs with user traffic.

The main difference between the link test and the flood test is that the link test stops the user traffic, and 

fills the queues with test data; on the other hand, the flood test transfers the user data first, and fills only 

the empty portion of the queues with test data.

The link test result shows again that the VC can receive 93 Mbps in the DL, the same as in the case with 

no traffic. The AP stops all five streams of data to the five VCs, and fills the queue of the VC it is running 

the link test with.

The flood test results show that the four VCs with user traffic that are not used in the flood test receive 

the expected 10 Mbps, and only the VC used in the flood test uses the remaining resources. As explained 

in a previous example, the slot grouping shows that 100% of the time the group size is 5. All five VCs with 

traffic are always grouped, but the VC in the flood test has 10 Mbps of user traffic plus 61 Mbps of flood 

traffic, while the other four VCs have 10 Mbps of user traffic repeated a number of times to fill the  

allocation. The total throughput is 71 Mbps + 4x10 = 111 Mbps. 

FIGURE 39 - CONFIGURATION OF FLOOD TEST TO ONE VC

FIGURE 40 - FLOOD TEST TO ONE VC RESULTS
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Note the difference between the two tests. The link test shows the maximum throughput the VC can 

achieve in SU-MIMO mode (93 Mbps), but in order to show this capability the user traffic is interrupted. 

The flood test also shows the maximum throughput the VC can achieve in MU-MIMO mode (71 Mbps), 

but in order to shows this capability user traffic is not stopped, and the other four VCs receive the  

expected 10 Mbps. Additionally, the VC in the flood test also receives its 10 Mbps of user traffic during 

the test, while during the link test the VC does not receive its own user data.

The test is now repeated with the only difference that the VC used in the link test and flood test is not 

one of the five VCs with traffic, but it is one of the two remaining VCs with no traffic.

The link test results are the same as in the previous case. Since the link test stops all user traffic to all 

VCs, the link is filled with test data for the one VC in the test, regardless if it has user data or not. The  

other five VCs do not receive user data for the duration of the link test, and the DL throughput shown  

for the VC is 93 Mbps as expected.

FIGURE 41 - LINK TEST TO ONE VC WITH TRAFFIC - TRAFFIC TO 5 VCS

FIGURE 42 - FLOOD TEST TO ONE VC WITH TRAFFIC - TRAFFIC TO 5 VCS
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In the flood test case, traffic to the other five VCs is not stopped, they each receive the 10 Mbps of user 

traffic as shown in the Unicast traffic to untested VC table. The flood test to the tested VC shows 71 Mbps 

of throughput, which is 71 Mbps of flood data, as there is no user data for this VC.

The slot grouping table shows 100% of groups of size 6. The five VCs with user traffic and the one VC 

with flood traffic are always grouped. The one VC fills the DL allocation with flood traffic; the other five 

VCs repeat their user data to fill the allocation. 

The total throughput is therefore 71 + 5x10 = 121 Mbps.

FIGURE 43 - LINK TEST TO ONE VC WITHOUT TRAFFIC - TRAFFIC TO 5 OTHER VCS

FIGURE 44 – FLOOD TEST TO ONE VC WITHOUT TRAFFIC - TRAFFIC TO 5 OTHER VCS

Cambium Networks, the Cambium Networks logo, cnPilot and cnMaestro are trademarks of Cambium Networks, Ltd.

© Copyright 2017 Cambium Networks, Ltd. All rights reserved.

Cambium Networks, Ltd.    
3800 Golf Road, Suite 360,  

Rolling Meadows, IL 60008


